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Abstract—The extreme learning machine (ELM) is famous for its single hidden-layer feed-forward neural network which results in much faster learning speed comparing with traditional machine learning techniques. Moreover, extensions of ELM achieve stable classification performances for imbalanced data. In this paper, we introduce a hybrid method combining the extended Kalman filter (EKF) with cost-sensitive dissimilar ELM (CS-D-ELM). The raw data are preprocessed by EKF to produce inputs for the CS-D-ELM classifier. Experimental results show that the proposed method is more suitable for real-time fault diagnosis of air handling units than traditional approaches.

Index Terms—Air handling unit (AHU), cost-sensitive dissimilar ELM (CS-D-ELM), extended Kalman filter (EKF), extreme learning machine (ELM), fault diagnosis.

I. INTRODUCTION

T he extreme learning machine (ELM), which was proposed by Huang et al. [1] in 2004, is reputed as a next-generation machine learning method utilizing a single hidden-layer feed-forward neural network. It generates a suitable number of nodes for the hidden layer, assigns random input weight, and forms the feature mappings in a one-step manner, which results in a generally faster algorithm comparing with traditional machine learning techniques, such as the support vector machine (SVM) and multilayer neural networks. Due to its fast learning speed, many extensions of the ELM are proposed to solve various classification problems.
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Time series remote sensor data of HVAC systems, such as temperature, humidity, air flow rates, and electricity readings, are usually recorded by building management systems (BMSs) in constant time interval. The purposes of recording such data include analysis, proper maintenance, scheduling, fault detection, and diagnosis for the HVAC system. The energy consumed by HVAC systems across the world approximately occupies over 40% of the total building energy consumption [2], [3]. If the HVAC systems are under improper maintenance, the overall wasted energy can be huge. On one hand, immediate and fast fault diagnosis approaches is highly demanded for HVAC systems. On the other hand, the stored data in BMS usually contains a much larger chunk of normal conditional data compared to faulty conditional data, which leads to highly imbalanced multiclass datasets [4]. Moreover, the remote sensor recording usually involves noises [5]. Conventional machine learning techniques are hard to achieve stable classification accuracy for imbalanced noisy datasets [6].

The air handling unit (AHU) is one of the most extensively equipped components in an HVAC system. It absorbs the indoor air, mixes the indoor air with the outdoor air, conditions the mixed air with cooling or heating coils, and supplies it back to the indoor environment again with predefined temperature and humidity. Unfortunately, the AHU is also the most frequently faulty component in a HVAC system, provided that improper maintenance is applied.

In this paper, we propose a hybrid classification method to solve the fault diagnosis problem for AHUs, which is called EKF-CS-D-ELM. First, we introduce an extended Kalman filter (EKF) model to preprocess the measurement data. The purpose of the preprocessing is to filter out the noises, as well as stationarizing the time series data. Second, we introduce the cost-sensitive dissimilar ELM (CS-D-ELM) [7], to deal with the noisy and imbalanced data. The state vectors obtained from the first step are separated into training and testing datasets for multiclass classification, i.e., the diagnosis. The contributions of this paper are summarized as follows.

1) A Novel Hybrid Method for AHU Fault Diagnosis: We claim that the combination of EKF and ELM extensions is novel in the field of AHU fault diagnosis. Our previous work showed that the combination of statistical models and machine learning techniques achieved quality fault diagnosis results for AHUs [8]. In this paper, we replace the SVM with CS-D-ELM. The experimental results show that the CS-D-ELM provides more...
accurate, fast, and robust diagnosis results compared to SVM (Section IV).

2) Fast Learning Speed: The diagnosis speed is a key factor for a large HVAC system to prevent further damage. The CS-D-ELM is an ensemble ELM which utilizes a voting system across a population of sub-ELMs. The overall learning speed depends on the individual learning speed of sub-ELMs and the number of parallelizable cores of the PC. In the experiment, we utilize a 32-core server machine over a voting system consisting of 100 sub-ELMs. The overall learning speed is around 3 to 4 times slower than each sub-ELM. We show that the overall learning speed is still much faster than SVM, which is crucial for real-time diagnosis of AHU faults.

3) Reduced Misclassification Cost: By embedding the cost-sensitive factors into the dissimilar ELM (D-ELM), we greatly reduced the misclassification costs for the AHU fault diagnosis. The reduction of misclassification cost balances the misclassification of false positive and false negative, which indirectly helps improve the overall classification accuracy.

4) Improved Classification Accuracy: We show the classification accuracy improvements by replacing the original SVM using CS-D-ELM. The classification accuracy comparison has been done over eight different classifiers based on three datasets. In overall, the proposed method provides the highest accuracy rates for all cases.

II. RELATED WORK

A. Extreme Learning Machine and Its Extensions

ELM first appeared as a single hidden layer feed-forward neural network; and then, many extensions of ELM were proposed to develop it to a more generalized form which may not be neural network alike [9], [10]. The advantages of ELM include global searching ability, one-step learning, fast learning speed, etc. [11]. The disadvantage for a single ELM is that the performance can be instable for large-scale, imbalanced, and noisy datasets [12]. To enhance the stability, efforts were made by integrating several ELMs to form the ensemble ELM methods. Zhai et al. [13] introduced a dynamic ensemble ELM method using the idea of AdaBoost based on sample entropy. The experimental results showed that the dynamic ensemble ELM overcome the instability problem and was generally robust for various testing datasets. Li et al. [47] proposed another ensemble ELM named boosting weighted ELM that again used the AdaBoost framework to integrate a number of ELMs. In addition, they considered the initial asymmetric weight assignment for the AdaBoost to converge in a rapid speed. Experimental results showed that their method achieved higher classification accuracy rates than weighted ELM. Liu et al. [14] proposed a two-stage ELM to solve problems with large-scale data. Two ELMs were integrated with the spectral regression algorithm to reduce the high-dimensional data into low dimension and perform the classification on the reduced dataset. Their results showed that the two-stage ELM increased the scalability as well as the learning speed. Lian et al. [15] used ensemble ELM in time series data analysis. The application field for their study is in the prediction of landslide displacement dynamics. Mirza et al. [16] introduced an ensemble method of subset online sequential ELM (ESOS-ELM) for solving the imbalanced data problem. Cao et al. [17] proposed a hybrid classifier combing ELM with sparse representation classification. The resulting hybrid classifier showed better performance compared to each individual base classifier. Yang et al. [18], [19] introduced a multilayer ELM (ML-ELM) with subnetwork nodes and tested the proposed method on various datasets. Experimental results showed that the ML-ELM with subnetwork nodes outperformed other machine learning methods. Liu et al. [20] combined ELM with kernel sparse learning in the application field of tactile object recognition. Cao et al. [21] proposed a majority voting-based ensemble ELM (V-ELM) method. The V-ELM generally achieves higher classification accuracy than individual sub-ELM. Lu et al. [12] improved [21] by adding a dissimilarity factor to the V-ELM and named the new algorithm as D-ELM. More recently, we improved the D-ELM by adding cost-sensitive factors to increase the stability of the D-ELM [7]. The CS-D-ELM was successfully applied to the gene expression data classification problem which is well-known as a highly noisy, large-scale, and imbalanced data classification problem.

Embedding misclassification cost factors into ensemble ELMs increases both the stability and reliability of the classification result. In almost all application field, the costs for true negative and false negative are different; and there is also no exception in the case of AHU fault diagnosis. Our existing works showed a series of related study on cost-sensitive ELM for various application fields [7], [12], [22], [23]. Experimental results demonstrated that the embedding of misclassification cost effectively improved the classification accuracy for noisy and imbalanced data. Riccardi et al. [24] introduced a cost-sensitive ELM boosting method based on stagewise additive modeling using a multiclass exponential boosting algorithm. The experimental results showed better performance using their methods compared to existing ensemble ELM methods. Zhang and Zhang [25] proposed an evolutionary cost-sensitive ELM (ECSEL) and applied the ECSEL to various datasets. Experimental results showed 5% to 10% of accuracy improvement by adding cost-sensitive factors to the ELM and 10 times efficient improvement over cost-sensitive subspace learning methods.

B. Fault Diagnosis Approaches for AHUs

Since last century, statistical models, such as auto-regressive with exogenous variables (ARX) model and Kalman filter (KF) are utilized for fault diagnosis of HVAC components, such as AHUs. Both the ARX model and KF are statistical models which are capable to convert original sample data with noises to a stationarized time series parameters. Yoshida et al. [26] modeled the AHU data using KF. Fault types were recognized by setting different thresholds. Mulumba et al. [27] proposed a fault diagnosis technique combining KF and a rule-based system. The KF converts the original data samples into parameter vectors including lag and residual values. The rule-based system was used as thresholds to guard the normal
operational parameters of the AHU; any violation of the rules indicated typical faults in a predefined domain. EKF including the unscented KF is capable to capture the nonlinear nature of input data with stochastic uncertainties [28]. For example, Tudoroiu et al. [29] used an interactive multiple model augmented unscented KF for FDD of HVAC components including AHU.

Machine learning techniques, which is also known as data-driven approaches in the engineering field, represent another category of methods for fault diagnosis problem. Du et al. [30], [31] proposed a series of work which embeds the wavelet analysis into the neural network to find sensor faults in AHUs. The proposed wavelet neural network preprocessed the measurement data using wavelet analysis and later classified the data using neural networks. Zhu et al. [32] improved Du et al.’s works, and proposed a novel AHU fault diagnosis method, called neural network preprocessed by wavelet and fractal. Three-level wavelet analysis was applied to separate the measurement data; and the fractal analysis was employed to capture the fault characteristics. Comparing with Du et al.’s works, Zhu et al.’s work increases the diagnosis efficiency up to 15%. Dey and Dong [33] proposed a rule-based decision support system to diagnose faults of AHUs based on the Bayesian belief network. They performed the fault diagnosis practice on a real-world campus building, and showed that the proposed decision support system correctly recognized all possible faults. Cai et al. [34] introduced a real-time fault diagnosis method using object-oriented Bayesian networks.

More recently, hybrid methods combining statistical models and machine learning techniques attract wide attentions because of the high and stable classification accuracy dealing with imbalanced, noisy, and large scale data [35]–[37]. Juang [38] proposed a hybrid algorithm combining GA and particle swarm optimization for recurrent network design. Yan et al. [39] and Mulumba et al. [8] introduced a hybrid fault detection and diagnosis method for HVAC subsystems by integrating ARX model and SVM. The ARX model was utilized to preprocess the measurement data and convert the data into parameter vectors. In the classification phase, the SVM was used to enumerate different fault types. Experimental results showed that the hybrid method combining ARX model and SVM worked for both the AHU and chiller, which are in principal two most important subsystems of a HVAC system.

Compared to existing machine learning approaches for AHU fault diagnosis, the proposed CS-D-ELM method has the following three advantages.

1) It provides competitive diagnosis accuracy, which we show in the results section (Section IV).
2) ELM and its extensions are reported to have much faster learning speed compared to traditional neural networks and SVM. The fast learning speed is crucial for real-time fault diagnosis of AHUs.
3) False positive and false negative cost differently for AHU diagnosis in real-world applications. Most existing approaches did not consider this factor. In contrast, the CS-D-ELM differentiate these two cases and assign different misclassification costs to them.

III. HYBRID FAULT DIAGNOSIS METHOD FOR AHU

A. Measurement Data Description

The input measurement data is employed from American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) project 1312-RP entitled “Tools for evaluating fault detection and diagnostic methods for air-handling units” [40]–[42]. In the indicated ASHRAE project, two duplicate AHUs were used and operating under investigation for a certain period with the same settings. The two duplicate AHUs were named as AHU-A and AHU-B, where AHU-A simulated measurement data under normal operational conditions; and AHU-B simulated measurement data under various artificial faulty operational conditions. The inside structural view of the AHU is shown in Fig. 1. All data samples measured by remote sensors were recorded in a fixed time interval of one minute. We label different faulty types as F1, F2, , , F n . Therefore, there are in total n + 1 labels including the normal condition Normal. Since the normal conditional data is obtained from AHU-A and all faulty conditional data is obtained from AHU-B, the number of data samples labeled with Normal is approximately n times more than the number of samples for each fault type.

B. Feature Selection of AHU Data

Feature selection is a necessary preprocessing step for machine learning techniques. In engineering problem, such as the AHU fault diagnosis, eliminating unnecessary attributes can also be beneficial which leads to a cut-off of the number of installing sensors.

In the original dataset provided by ASHRAE project 1312-RP, over one hundred features were recorded, including supply air temperature (T SA ), return air temperature (T RA ), etc. In this paper, we selected the most important attributes from the original dataset using ReliefF combining genetic algorithm [43]. The top four most important features are listed in Table I.

The values of T SA and T RA are captured by resistance temperature detectors that have the tolerance ±0.3 °C under room temperature. Therefore, ±0.3 °C is set as the threshold to differentiate the temperature readings at the same positions,
e.g., $T_{SA}$, using the same model of sensors for AHU-A and AHU-B. The $H_{SA}$ values are captured by a humidity transmitter that has the accuracy ±2% under the circumstance of relative humidity less than 90%, and ±3% otherwise. The power is measured by a precision AC Watt transducer (model GW5) that has the accuracy within ±0.2% of the reading. The super heat protections of the compressors are enabled during the fault tests. For more system control settings details, readers may refer to the original ASHRAE 1312-RP report [40]–[42].

### C. Extended Kalman Filter Model

EKF stationarizes the original measurement dataset, filters out noises and makes the samples more distinguishable for the classifiers by approximating measurements using mathematical model. It is proved to be useful for increasing the classification accuracy for machine learning techniques [44]. It is usually represented in a recursive manner and applied to nonlinearly co-related systems

$$X(t) = f[X(t - 1)] + \sigma(t) \quad (1)$$

$$Y(t) = h[X(t)] + \nu(t) \quad (2)$$

where $X(t)$ represents the state vector predicted by the EKF model; $Y(t)$ is the actual measurement record with noises; $X(t - 1)$ is the corresponding $X(t)$ value in one time step before; $\sigma(t), \nu(t)$ are system noise and measurement noise.

In this paper, the measurement data of AHU is input into the EKF to produce a series of predicted state vectors $X(t)$. The approximated state vectors $X(t)$ are treated as inputs for the classifiers, and used in both training and testing phase of the classification process. Our previous works showed that the approximated state vectors are potentially more distinguishable than the raw data, and therefore produce better classification results compared to traditional methods [8].

### D. Cost-Sensitive Dissimilar ELM

In this paper, we employed the CS-D-ELM [7] to produce the final classification results. The proposed classifier provides competitive classification accuracy rates compared to traditional approaches (shown in Section IV). Moreover, ELM and its extensions are famous for their fast learning speed, which can be crucial for real-time fault diagnosis. The CS-D-ELM also assigns different misclassification costs for false positive and false negative. In real-world applications, the false positive and false negative cost different damages; and the CS-D-ELM can balance the two to minimize the overall misclassification cost.

1) **Dissimilar ELM**: The D-ELM algorithm proposed in our previous work [12] is an ensemble ELM, which is demonstrated to be suitable for imbalanced data classification. It provides more stable classification results compared to the single ELM and V-ELM, since it removes individual ELMs from the ensemble pool based on the dissimilarity measure. Suppose there are $N$ sub-ELMs and $M$ training samples, the dissimilarity of the $i$th sub-ELM and $j$th sub-ELM for a specific sample $k$ is defined by $\text{Dis}(f_{ik}, f_{jk})$; and the overall dissimilarity value is $\text{Dis}_{i,j} = \sum_{k=1}^{N} \text{Dis}(f_{ik}, f_{jk})$. For each $i$th sub-ELM, the overall dissimilarity value is $\bar{\eta}_i = \sum_{j=1}^{N} \text{Dis}_{i,j}$.

Suppose the average classification accuracy is $p$, the construction process of D-ELM can be concluded in three steps.

1) Eliminate unwanted sub-ELMs and reduce the total number of sub-ELMs to $\tilde{N}$ according to two rules: sub-ELMs are eliminated with small $\eta$ and $\bar{p} < 0.5$; and sub-ELMs are eliminated with big $\eta$ and $\bar{p} > 0.5$.
2) Train the remaining $\tilde{N}$ again using the same node number in the single hidden layer for each sub-ELM.
3) Take the voting process and for each classification of sample $x$ with class $i$ based on $\tilde{N}$ sub-ELMs, the weight of that class $W(i)$ is increased by 1. The final probability of sample $x$ belonging to the class $i$ is calculated by

$$P(i|x) = \frac{W(i)}{N}, \quad i \in \{c_1, c_2, \ldots, c_m\}$$

where $m$ is the number of classes.

The D-ELM algorithm is essentially still a majority voting ensemble algorithm that is built based on the V-ELM algorithm proposed by Cao et al. [21] in 2012. The V-ELM provides more stable and accurate classification results compared to the single ELM algorithm. However, we found that there are similar/redundant ELMs in the ensemble pool, which makes the ensemble process less significant. In the D-ELM algorithm, we remove the redundant ELMs by evaluating the dissimilarity measure and classification accuracy. According to the experimental results, the D-ELM is found to be more stable in terms of generalization performance than the V-ELM [12].

2) **Adding Misclassification Cost to Dissimilar ELM**: The CS-D-ELM algorithm added the misclassification cost to the D-ELM algorithm. In real-world AHU fault diagnosis scenarios, the damage of a false negative case is much higher than a false positive case. Therefore, it is demanded to take the misclassification cost into consideration for false diagnosis of AHUs. In CS-D-ELM, the goal of D-ELM becomes calculating

$$\arg \min \{R(i|x)\} = \arg \min \left\{ \sum_{j} P(j|x) \cdot C(i, j) \right\}$$

where $\{R(i|x)\}$ is the risk that $x$ is classified to class $i$; and $C(i, j)$ represents the risk that a sample belongs to class $j$ is misclassified to class $i$.

The final probability for sample $x$ belonging to the class $i$ becomes

$$P(i|x) = \frac{R(i|x)}{N}, \quad i \in \{c_1, c_2, \ldots, c_m\}$$

where $m$ is the number of classes.

### TABLE I

**TOP FOUR MOST IMPORTANT FEATURES**

<table>
<thead>
<tr>
<th>Index</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$Q_{cel}$</td>
<td>energy consumption of cooling/heating coil</td>
</tr>
<tr>
<td>2</td>
<td>$T_{SA}$</td>
<td>Supply air temperature</td>
</tr>
<tr>
<td>3</td>
<td>$T_{RA}$</td>
<td>Return air temperature</td>
</tr>
<tr>
<td>4</td>
<td>$H_{SA}$</td>
<td>Supply air relative humidity</td>
</tr>
</tbody>
</table>
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The CS-D-ELM intends to balance the misclassification cost for false positive cases and false negative cases. In other words, it minimizes the overall misclassification cost, which potentially increases the classification stability as well as the classification accuracy.

IV. EXPERIMENT AND RESULTS

A. Experiment Setup

Three datasets are tested, namely summer (dated from August 19, 2007 to September 10, 2008), spring (dated from May 02, 2008 to June 01, 2008), and winter (dated from January 29, 2008 to February 17, 2008), which were collected by ASHRAE project number 1312-RP at Philadelphia, USA. The summer dataset contains 13 faulty subsets; the spring dataset contains 19 faults; and the winter dataset includes 10 faults. The detailed descriptions of all faults are listed in Tables VII–IX in the Appendix. Each faulty subset generated by AHU-B consists of 1440 data samples (1 day, 1 min per sample), and is accompanied by a corresponding normal dataset that is generated by AHU-A. Therefore, there are in total 37 440 data samples for the summer dataset, 54 720 data samples for the spring dataset, and 28 800 data samples for the winter dataset.

The first phase of the experiment is to rearrange the original measurement data. The normal conditional data collected by AHU-A is evenly divided into two sub-datasets: N1 and N2. The first sub-dataset N1 is used to construct the EKF model and N2 joins the faulty dataset for the second part of the experiment. The data order of the joint dataset is N2, F1, F2, ..., F_n.

In the second phase, the actual measurement of selected features are converted to state variables by the EKF model. The converted steady state vector set is again evenly divided into two subsets. The first subset with labels is used as training dataset for classifiers. The second subset after removing the labels is used as testing dataset for evaluation. For each of the original subdatasets: N2, F1, F2, ..., F_n, half of the converted state vectors belong to the training dataset and the rest converted state vectors belong to the testing dataset. In addition, as we mentioned in Section III-D, the misclassification costs for false positive and false negative are different. We assign the misclassification cost for false positive to be C(1, −1) = 1, and false negative to be C(1, −1) = 5.

The overall flowchart of the experiment setup is shown in Fig. 2, and it is also viewed as an overall flowchart for the proposed EKF-CS-D-ELM algorithm.

B. Results

We compare the classification results of the proposed hybrid method with traditional approaches, including Bayesian...
network, multilayer perceptron (MLP), J48 decision tree, SVM, ELM, D-ELM, and CS-D-ELM. The first three approaches are tested using WEKA [45]; SVM is tested using LibSVM [46]; and all ELM approaches are implemented in MATLAB. All tests are performed on a 32-core DELL server machine with 128 GB RAM. The number of sub-ELM for D-ELM and CS-D-ELM is 100. All accuracy rates are averaged over 30 times of repeated runs.

The classification accuracy rates of different faults in the summer, spring, and winter datasets are shown in Tables II–IV, respectively. The results show that: 1) the CS-D-ELM provides stable classification results for imbalanced data, such as the AHU fault diagnosis datasets and 2) by adding the EKF model in the preprocessing phase, the classification accuracy rates can be improved approximately from 3% to 15%.

The embedding of misclassification cost in CS-D-ELM reduces the misclassification cost, and therefore balances the misclassification rate for false positive and false negative. In other words, the classification accuracy for faulty types increases. We show the average misclassification cost for each dataset using different classifiers in Table V. The proposed method demonstrates a large improvement on the average misclassification cost for AHU fault diagnosis, which may lead to huge energy savings in the real-world applications.

It is noted that the misclassification cost improvement highly depends on the predefined costs for false positive and false negative. In our case, we set the misclassification cost of false negative to be the value of 5 times the cost of false positive. If the ratio increases, the misclassification cost improvement increases as well.

Last, we show the training time comparison of the eight algorithms (Table VI). Although the CS-D-ELM is an ensemble ELM algorithm, which is generally slower than the ELM algorithm, it is still much faster than the SVM. Therefore, in overall, our method is more suitable for real-time fault diagnosis for AHU than SVM.

V. CONCLUSION

In this paper, we propose a novel hybrid method to diagnose faults in AHUs, which is named as EKF-CS-D-ELM. The proposed method is demonstrated to be a fast and accurate classification method to be applied in the field of fault diagnosis of AHUs. In a real-world fault diagnosis scenario, the measurement dataset is always imbalanced, where the number of normal conditional data is usually more than the number of faulty conditional data. Direct application of conventional classifiers results in low classification accuracy and high cost for not identifying the faults (false negatives). We show that: 1) the original noisy and imbalanced dataset can be stationarized by an EKF model and 2) stable and accurate classification results can be achieved efficiently using CS-D-ELM.

The proposed EKF-CS-D-ELM method is a novel hybrid approach for AHU diagnosis, extending our previous work [8], where we replace the ARX model by EKF and replace the SVM by CS-D-ELM. In the experiment section, first, we show the effectiveness by adding an EKF model for preprocessing of the raw data before the classification process. Second, we show the highest overall classification accuracy using our method. Third, we balance the misclassification rates for false positive and false negative, which results in much lower misclassification cost. Last, we show that the proposed method is more suitable for real-time fault diagnosis than SVM because of the faster training speed.

The limitation of this paper is that faults can only be recognized with training samples available, which may not be the...
using semi-supervised learning approaches. Independently identified, the training pool can be iteratively enhanced as training data. Once the new faulty type samples are confirmed, new types of faults can be identified using existing faulty type samples.

TABLE IX

<table>
<thead>
<tr>
<th>Index</th>
<th>Fault Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>OA damper stuck (fully close)</td>
</tr>
<tr>
<td>F2</td>
<td>OA damper leaking (52% open)</td>
</tr>
<tr>
<td>F3</td>
<td>OA damper leaking (62% open)</td>
</tr>
<tr>
<td>F4</td>
<td>EA damper stuck (fully open)</td>
</tr>
<tr>
<td>F5</td>
<td>EA damper stuck (fully close)</td>
</tr>
<tr>
<td>F6</td>
<td>Heating coil fouling stage 1</td>
</tr>
<tr>
<td>F7</td>
<td>Heating coil fouling stage 2</td>
</tr>
<tr>
<td>F8</td>
<td>Heating coil reduced capacity stage 1</td>
</tr>
<tr>
<td>F9</td>
<td>Heating coil reduced capacity stage 2</td>
</tr>
<tr>
<td>F10</td>
<td>Heating coil reduced capacity stage 3</td>
</tr>
</tbody>
</table>

TABLE X

<table>
<thead>
<tr>
<th>Var.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>a time instance</td>
</tr>
<tr>
<td>X(t)</td>
<td>a state vector of the EKF model</td>
</tr>
<tr>
<td>f</td>
<td>a non-linear function</td>
</tr>
<tr>
<td>σ</td>
<td>system noise</td>
</tr>
<tr>
<td>Y</td>
<td>an actual measurement</td>
</tr>
<tr>
<td>h</td>
<td>a non-linear function</td>
</tr>
<tr>
<td>ν</td>
<td>measurement noise</td>
</tr>
<tr>
<td>Df</td>
<td>dissimilarity measurement</td>
</tr>
<tr>
<td>Ds</td>
<td>overall dissimilarity measurement</td>
</tr>
<tr>
<td>η</td>
<td>overall dissimilarity measure</td>
</tr>
<tr>
<td>α</td>
<td>average classification accuracy</td>
</tr>
<tr>
<td>N</td>
<td>number of sub-ELMs</td>
</tr>
<tr>
<td>W(i)</td>
<td>weight of class i</td>
</tr>
<tr>
<td>P(i</td>
<td>x)</td>
</tr>
<tr>
<td>c</td>
<td>a class</td>
</tr>
<tr>
<td>R(i</td>
<td>x)</td>
</tr>
<tr>
<td>C(i,j)</td>
<td>risk that a sample belongs to class j is misclassified to class i</td>
</tr>
<tr>
<td>N1</td>
<td>a subset of the normal dataset</td>
</tr>
<tr>
<td>N2</td>
<td>a subset of the normal dataset</td>
</tr>
<tr>
<td>Fn</td>
<td>a fault type indicating a subset of the fault dataset</td>
</tr>
<tr>
<td>Q_{cool}</td>
<td>energy consumption of cooling/heating coil</td>
</tr>
<tr>
<td>T_{SA}</td>
<td>Supply air temperature</td>
</tr>
<tr>
<td>T_{RA}</td>
<td>Return air temperature</td>
</tr>
<tr>
<td>H_{SA}</td>
<td>Supply air relative humidity</td>
</tr>
</tbody>
</table>

case in real-world applications. As a future work, we intend to identify new types of faults using existing faulty type samples as training data. Once the new faulty type samples are confidently identified, the training pool can be iteratively enhanced using semi-supervised learning approaches.

APPENDIX

See Tables VII–X.
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